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Abstract. A generalized thermostatistics is developed for an entropy measure introduced by Sharma and
Mittal. A maximum-entropy scheme involving the maximization of the Sharma and Mittal entropy un-
der appropriate constraints expressed as escort mean values is advanced. Maximum-entropy distributions
exhibiting a power law behavior in the asymptotic limit are obtained. Thus, results previously derived
for the Renyi entropy and the Tsallis entropy are generalized. In addition, it is shown that for almost
deterministic systems among all possible composable entropies with kernels that are described by power
laws the Sharma-Mittal entropy is the only entropy measure that gives rise to a thermostatistics based on
escort mean values and admitting of a partition function.

PACS. 05.20.-y Classical statistical mechanics – 05.40.-a Fluctuation phenomena, random processes, noise,
and Brownian motion

1 Introduction

Power law distributions are ubiquitous in Nature. They
can be observed in a variety of disciplines ranging from
the hydrodynamics of fully developed turbulence [1–3] to
urban development [4] and from biophysics [5,6] to eco-
nomics [7,8] to neurophysics [9]. They often occur in the
context of Lévy flights [10–14] and are characteristic for
systems exhibiting self-organized criticality [15]. Power
law distributions have recently been related to generalized
thermostatistics [3,7,16–20], namely, the thermostatistics
based on the Renyi entropy [21,22] and the Tsallis en-
tropy [23].

Power law distributions have also been discussed in
connection with the Sharma and Mittal entropy, which
unifies and generalizes the Renyi entropy and the Tsallis
entropy [24]. Moreover, in the context of the specific heat
of nonextensive systems, a two-parametric entropy mea-
sure similar to the Sharma-Mittal entropy has recently
been studied [25]. As we are going to show in Section 2,
the Sharma and Mittal measure also comprises as partic-
ular instances other nonstandard entropic measures that
have been applied to physical problems, such as the non-
additive measure recently advanced by Landsberg and
Vedral in connection with generalized channel capaci-
ties [26]. A thermostatistical formalism for the Sharma
and Mittal entropy, using standard linear constraints, was
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considered in [24]. However, recent developments in the
field of nonextensive thermostatistics [27] suggest that,
within the context of systems described by either the
Renyi entropy [18,19] or the Tsallis entropy [28], escort
mean values provide the appropriate type of constraint to
be used. For historical reasons, generalized thermostat-
ics based upon ordinary linear constraints are referred
to as “first choice thermostatistics”. In contrast, thermo-
statistical descriptions involving constraints of the form
U =

∑N
i=1 εip

q
i (where the pis describe a complete set

of probabilities) are referred to as “second choice ther-
mostatistics”. Finally, when escort mean values are used,
generalized thermostatistics are called “third choice ther-
mostatistics” [28]. Among other desirable properties, ther-
mostatistics based on escort mean values yield distri-
butions that are independent of the origins of energy
scales [29]. Therefore, at issue is to derive a third choice
thermostatistics for the Sharma-Mittal entropy and thus
both unify and generalize the earlier works on the Renyi
entropy and the Tsallis entropy.

In the present article, we will present such a unifying
thermostatistics. Subsequently, we will establish a general
relationship between composable entropies with entropy
kernels given by power laws and partition functions. Fi-
nally, we will show that for the simplest composable en-
tropy (or for almost deterministic systems) a thermostatis-
tics based on a partition function can only be obtained in
the case of the Sharma-Mittal entropy.
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2 Sharma-Mittal entropy and escort mean
values

2.1 Sharma-Mittal entropy

In line with a study by Sharma and Mittal [30], we con-
sider the two-parametric entropy

Ss(q)({pi}i=1,...,n) :=
1 −
(∑N

i=1 ps
i

)(q−1)/(s−1)

q−1
,

q, s > 0 , q, s �=1 (1)

Ss(q=1)(({pi}i=1,...,n) :=R Ss =
1

1 − s
ln

N∑
i=1

ps
i ,

s > 0 , s �=1 (2)

Ss=1(q)(({pi}i=1,...,n) :=G Ss

=
1−exp

{
(q−1)

∑N
i=1 pi ln pi

}
q−1

,

q > 0 , q �=1 , (3)

Ss=1(q=1)(({pi}i=1,...,n) :=BGS S = −
N∑

i=1

pi ln pi (4)

for a complete set of probabilities pi (i.e.,
∑N

i=1 pi = 1).
Here, RSs denotes the Renyi entropy [21,22], BGSS stands
for the Boltzmann-Gibbs-Shannon entropy [31,32], and it
has been suggested to call GSs the Gaussian entropy [24].
It can be shown [30] that the following limiting cases hold:

lim
q→1

Ss(q) = RSs , lim
s→1

Ss(q) = GS(q) ,

lim
q→1

lim
s→1

Ss(q) = lim
s→1

lim
q→1

Ss(q) = BGSS . (5)

Furthermore, for two statistically independent systems
given by the probability distributions {pi}i=1,...,N and
{p′i}i=1,...,N , the entropies Ss(q) and GS(q) satisfy

Ss(q)({pip
′
k}) = Ss(q)({pi}) + Ss(q)({p′k})

+ (1−q) Ss(q)({pi})Ss(q)({p′k}) ,
GS(q)({pip

′
k}) =G S(q)({pi}) + GS(q)({p′k})

+ (1−q) GS(q)({pi}) GS(q)({p′k}) · (6)

Consequently, for q �= 1 the entropy Ss(q) is nonexten-
sive and q can be regarded as a measure of the degree of
nonextensivity 1. For q = s the entropy Ss(q) recovers the
Tsallis entropy TS(q) [23] which reads

Sq(q)(({pi}i=1,...,n) = TS(q) =
1 −
(∑N

i=1 pq
i

)
q−1

(7)

and is central to the development of a nonextensive gen-
eralized thermodynamics [7,27,33,34]. When s + q = 2

1 One caveat. In an earlier study [24] the parameters s and
q were interchanged.

the Sharma-Mittal entropy Ss(q) reduces (up to a mul-
tiplicative constant) to the information measure S

(u)
s =

k
1−s(1− [

∑
ps

i ]
−1), recently introduced by Landsberg and

Vedral [26] in connection with generalized channel capac-
ities.

For both the Renyi entropy and the Tsallis entropy a
thermostatistical formalism has been developed [18,19,28]
using the energy constraint

U =
∑N

i=1 pν
i εi∑N

i=1 pν
i

, (8)

where εi describe the energy levels of the system under
consideration with ν = s for RS(s) and ν = q for TS(q).
Mean values of the form (8) are known as escort mean
values [27]. Before being applied to the field of nonexten-
sive thermostatistics, escort mean values had found im-
portant applications in connection with the thermostatis-
tics of multifractals [22]. The problem we are going to
tackle here is how to derive a thermostatistics based on
escort constraints (that is, “a third choice thermostatis-
tics”) for the two-parametric entropy Ss(q). In [24] it has
been suggested to related the energy constraint (8) to the
parameter s that describes the deviations of maximum-
entropy distributions of Ss(q) from Boltzmann distribu-
tions. This suggestion is in line with the observation that
the Renyi entropy RSs = Ss(q) and the Tsallis entropy
TS(q) = Ss=q(q) have the parameter s in common when
interpreting them as special cases of the Sharma-Mittal
entropy Ss(q). Consequently, we consider now the gener-
alized canonical ensemble described by the entropy Ss(q),
the energy constraint (8) with ν = s and the normalization
condition

∑N
i=1 pi = 1. To derive the maximum-entropy

distribution of this ensemble, we introduce the Lagrange
parameters α and β and the function

I({pi}) := Ss(q)({pi}) + α

(
1−

N∑
i=1

pi

)

+ β

(
U −

∑N
i=1 ps

i εi∑N
i=1 ps

i

)
(9)

and require that the variation δI vanishes for all pertur-
bations δpi of the maximum-entropy distribution. Thus,
the maximum-entropy distribution is found as

pi =
1
Z


1 − (1−s)β (εi − U)[∑

i

ps
i

](q−1)/(s−1)




1/(1−s)

+

(10)

with [X ]+ := max{X, 0} defining a cut-off condi-
tion [23,24] and Z given by

Z :=


α(1−s)

s

[∑
i

ps
i

](s−q)/(s−1)



1/(1−s)

. (11)
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Equation (10) can equivalently be expressed as

pi =
1
Z

[
1 − (1−s)β (εi − U)

Z1−q

]1/(1−s)

+

· (12)

To derive equation (12), we consider the product
p1−s

i Z1−s. Then, by virtue of equation (10) we obtain

p1−s
i Z1−s =


1 − (1−s)β (εi − U)[∑

i

ps
i

](q−1)/(s−1)




+

· (13)

Multiplying equation (13) with ps
i and summing up all

terms piZ
1−s we obtain

Z1−s =
N∑

i=1

ps
i (14)

because of the constraint
∑N

i=1 ps
i εi = U

∑N
i=1 ps

i . Equa-
tion (14) was previously found for the Renyi entropy [19]
and for the Tsallis entropy TS(q) = Ss=q(q) [28]. Substi-
tuting equation (14) into equation (10) gives us the re-
sult (12). We can read off from equation (12) that in the
asymptotic limit, that is, for εi − U � Z1−q

/
(1−s)β,

the maximum-entropy distribution pi is described by a
power-law distribution: pi ∝ (εi −U)µ with µ = 1/ (1−s).
Moreover, the maximum-entropy distribution of Ss(q) in-
cludes as special cases the maximum-entropy distributions
that have been derived in earlier studies for the Renyi en-
tropy [18,19] and the Tsallis entropy [28].

Our next objective is to related the maximum-entropy
distribution pi to a partition function Z̃. To this end, we
first introduce for x > 0 the generalized logarithmic func-
tion [28]

lnq(x) : =
1 − x1−q

q−1
, q>0 , q �= 1;

lnq=1(x) : = ln(x). (15)

Equation (1) can then be written as

Ss(q) = lnq



[∑

i

ps
i

] 1
1−s


 . (16)

Consequently, by means of equation (14) we can express
the entropy Ss(q) of the maximum-entropy distribution as

Ss(q)(max) = lnq Z , (17)

which yields for the Tsallis entropy Sq(q) = TS(q) =
lnq Z [28] and for the Renyi entropy Ss(q = 1) = RSs =
ln Z [19]. In line with earlier work [19,28], we define now
implicitly the partition function Z̃ by

lnq Z̃ := lnq Z − βU . (18)

Then the free energy Fs(q)({pi}i=1,...,N) defined by

Fs(q)({pi}) := U − TSs(q)({pi}) = U − 1
β

Ss(q)({pi}) ,

(19)

where β = ∂S/ ∂U = 1/T is regarded as an inverse tem-
perature measure [35–38], can be written as

Fs(q)(max) = − 1
β

lnq Z̃ (20)

for the maximum-entropy distribution (12). Finally, it can
be shown (see Appendix A) that the mean energy U can
be computed from Z̃ by

U = − ∂

∂β
lnq Z̃ . (21)

On account of the relations (20) and (21), the func-
tion Z̃ can indeed be considered as the generalized par-
tition function of the third choice thermostatistics based
on the Sharma-Mittal entropy Ss(q). In addition, equa-
tions (20, 21) recover previously derived results for the
entropies RSs [19] and TS(q) [28]. Finally, from equa-
tions (19, . . . , 21) it follows that ∂Ss(q)/ ∂β = β ∂U/ ∂β
and, consequently, we can compute the specific heat ca-
pacity Cs(q) := T ∂Ss(q)/ ∂T for the maximum-entropy
distribution (12) according to

Cs(q) = T
∂Ss(q)

∂T
=

∂U

∂T
= −T

∂2Fs(q)
∂T 2

, (22)

cf. also [19,28].

2.2 Composable entropies with kernels described
by power laws

The relationship (17) between the entropy of a maximum-
entropy distribution and the normalization constant of
that distribution can be viewed as the pivot element for
the development of a thermostatistics based on a parti-
tion function (i.e., for deriving Eqs. (20, 21)). In what
follows, we show that this relation can be generalized for
composable entropies [7] given by

BSs := B

(
N∑

i=1

S̃(pi)

)
= B

(
N∑

i=1

ps
i

)
, (23)

and

BSs({pip
′
k}) = BSs({pi}) + BSs({p′k})

+ N
(
BSs({pi}), BSs({p′k})

)
(24)

where B(z) is a differentiable function describing an over-
all entropy scale [39], S̃(pi) denotes the entropy kernel,
and N(x, y) is a differentiable function N ∈ C1(lR × lR)
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with N(u, v) = N(v, u) and N(u, 0) = N(0, v) = 0. Alter-
native to the approach in the previous section, the depar-
ture point now is the relation

ρ(m)
N∑

i=1

[
S̃(pi) − pi

dS̃

dpi

]
= K +

∂

∂v
N(S, v)

∣∣∣∣
K

= K + n(S) (25)

with

ρ(z) := dB/ dz ,

m :=
N∑

i=1

S̃(pi) ,

K := ρ(S̃(1))


S̃(1) − dS̃(pi)

dpi

∣∣∣∣∣
pi=1


 ,

n(z) :=
∂

∂v
N(z, v)

∣∣∣∣
v=K

. (26)

Equation (25) holds for any composable entropy S =
B(
∑

i S̃(pi)) [40]. In particular, for S = BSs and S̃(pi) =
ps

i equation (25) reduces to

n(BSs) = (1−s)

[
ρ

(∑
i

ps
i

)∑
i

ps
i − ρ(1)

]
. (27)

If n(z) is invertible and
∑

i ps
i can be expressed for the

maximum-entropy distribution of BSs in terms of a nor-
malization factor Z, then equation (27) generalizes equa-
tion (17). Replacing Ss(q) in equation (9) by BSs, we can
compute the maximum-entropy distribution by requiring
that the variation of the function I vanishes and obtain

pi =
1
Z


1 − β (εi − U)

ρ

(∑
i

ps
i

)∑
i

ps
i




1/(1−s)

+

(28)

with

Z :=
[

α

s ρ(
∑

i ps
i )

]1/(1−s)

. (29)

Just as for equation (10), from equation (28) it follows the
equivalence (14). Consequently, equations (27, 28) read

n(BSs(max)) = (1−s)
[
Z1−sρ

(
Z1−s

)− ρ(1)
]

(30)

and

pi =
1
Z

[
1 − β (εi − U)

Z1−sρ
(
Z1−s

)
]1/(1−s)

+

, (31)

respectively. Assuming the existence of an inverse n−1(z)
of n(z), we obtain the final result

BSs(max) = L(Z),

L(Z) : = n−1
(
(1−s)

[
Z1−sρ

(
Z1−s

)− ρ(1)
])

. (32)

Example

To illustrate the power of equations (30, ..., 32), we con-
sider again the Sharma-Mittal entropy (1). If we iden-
tify B(z) with B(z) = [1 − z(q−1)/(s−1)]

/
[q−1] which im-

plies that ρ(z) = z(q−s)/(s−1)
/

[1− s], ρ(1) = 1/ [1− s],
and ρ(Z1−s) = Zs−q/ [1−s], we realize that the maximum-
entropy distribution (31) becomes the distribution (12)
derived in Section 2.1. Furthermore, the right hand side
of equation (30) reads RHS = Z1−q − 1. Since N(u, v) =
(1−q)uv ⇒ n(z) = (1−q)z, the left hand side of equa-
tion (30) reads LHS = (1 − q) BSs. Consequently, for
BSs = Ss(q) equation (30) agrees with equation (17).

2.3 Relevance of the Sharma-Mittal entropy

Entropies are usually defined as measures that describe
the degree of disorder of a system. Moreover, for purely
deterministic states (i.e., for pi = δi,k, where δi,k de-
notes the Kronecker symbol) entropy measures vanish
and increase continuously when the amount of disor-
der increases. Therefore, for almost deterministic systems
described by composable entropies given by equations
(23, 24) we can interpret BSs as a small parameter and
expand N(u, v) into a Taylor series with respect to BSs.
Taking the condition N(u, 0) = N(0, v) = 0 into account,
in the lowest order we thus obtain N(u, v) = N1,1uv,
where N1,1 measures the degree of nonextensivity. Con-
sequently, using N1,1 = (1−q), composable entropies (23)
of almost deterministic systems satisfy in the lowest order
approximation

BSs({pip
′
k}) =B Ss({pi}) + BSs({p′k})

+ (1−q)BSs({pi})BSs({p′k}). (33)

Alternatively, equation (33) may be regarded as the sim-
plest composable entropy. At issue is now to find all pos-
sible entropies that satisfy equations (23) and (33) and
facilitate thermodynamic descriptions in terms of parti-
tion functions. Put differently, if we require that relations
similar to equations (20, 21) hold, to which extent does
this constraint restrict the choice of the scaling function
B(z)?

First of all, for N(u, v) = (1−q)uv equation (30) reads

BSs(max) = L(Z) =
1−s

1−q

[
Z1−sρ

(
Z1−s

)− ρ(1)
]

. (34)

Next, we require that the following identities hold:
BFs(max) := U − β−1 BSs(max) = −β−1L(Z̃) and U =
− ∂L(Z̃)

/
∂β with L(Z̃) := L(Z) − βU , cf. equations

(18, ..., 21). This requirement leads to

β
∂U

∂β
=

∂ BSs(max)
∂β

, (35)

which can be checked by differentiating BFs with respect
to β. Conversely, if equation (35) holds we can indeed de-
rive the above relations between BFs(max), U , and L(Z̃).
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Then, it is clear from equations (34, 35), that the function
ρ(z) must satisfy the differential equation

β
∂U

∂β
=

∂L(Z)
∂β

=
1−s

1−q

∂

∂β

[
Z1−sρ

(
Z1−s

)− ρ(1)
]

. (36)

Using equation (31), we can express Z as Z =∑
i[. . . ]

1/(1−s)
+ . Then, we differentiate Z with respect to β.

In doing so, we need to carry out a computation similar
to that presented in the Appendix and obtain

∂Z

∂β
=

β Zs

(1−s)ρ(Z1−s)
∂U

∂β
· (37)

From equation (34) it follows that

∂L(Z)
∂β

=
1−s

1−q

1
ρ(z)

∂zρ(z)
∂z

∣∣∣∣
z=Z1−s

β
∂U

∂β
· (38)

Comparing equations (36) and (38), we need to solve
now the differential equation

1 =
1−s

1−q

1
ρ(z)

∂zρ(z)
∂z

∣∣∣∣
z=Z1−s

, (39)

which gives us

ρ(z) =
dB

dz
= ρ0(s, q) z(s−q)/(1−q)

∣∣∣
z=Z1−s

, (40)

where ρ0(s, q) denotes an integration constant that may
depend on the parameters s and q. Integrating equa-
tion (40), we find

BSs({pi}) = B

(∑
i

ps
i

)

= B0(s, q)+ρ0(s, q)
1−s

1−q
z(1−q)/(1−s)

∣∣∣
z=Z1−s=

�
i ps

i

= B0(s, q) + ρ0(s, q)
1−s

1−q

[∑
i

ps
i

](1−q)/(1−s)

= (1−s)ρ0(s, q) lnq



[∑

i

ps
i

]1/(1−s)



+ B0(s, q) + ρ0(s, q)
1−s

1−q
(41)

= (1−s)ρ0(s, q)Ss(q) + B0(s, q) + ρ0(s, q)
1−s

1−q
·

(42)

Note that in order to obtain equation (42) from equa-
tion (41) we used equation (16). Obviously, the en-
tropy BSs agrees with the Sharma-Mittal entropy apart
from some factors depending solely on the parameters
s and q. We may determine the integration constants
B0(s, q) and ρ0(s, q) by requiring that in the limits
lims→1 limq→1 and limq→1 lims→1 the entropy BSs con-
verges to the Boltzmann-Gibbs-Shannon entropy BGSS.

These constraints are satisfied for lims→1(1 − s)ρ0(s, q =
1) = 1 and limq→1[B0(s = 1, q) + (1− q)−1] = 0. The
simplest choice of ρ0 and B0 which is in agreement with
these limiting cases, namely, ρ0(s, q) := (1− s)−1 and
B0(s, q) := (q−1)−1, leads to the Sharma-Mittal entropy
BSs = Ss(q).

2.4 The Sharma-Mittal thermostatistics
and the “P-picture”

A maximum entropy principle based upon escort con-
straints can be reformulated in terms of standard linear
constraints [27,29]. Let us consider an entropy functional
S[{pi}], and the maximum entropy variational problem

δ

{
S[{pi}]+α

(
1 −

N∑
i=1

pi

)
+ β

(
U −

∑N
i=1 ps

i εi∑N
i=1 ps

i

)}
= 0.

(43)

We introduce now the new set of probabilities

Pi =
ps

i(∑N
i=1 ps

i

) · (44)

It is clear that the probabilities Pi are appropriately nor-
malized. On the other hand, assuming that the original
pi’s were normalized as well, it is easy to verify that

N∑
i=1

ps
i =

(
N∑

i=1

P
1/s
i

)−s

. (45)

Using this last equation, it is possible to invert the trans-
formation (44), and express the set of probabilities {pi}
in terms of the set {Pi},

pi =
P

1/s
i(∑N

i=1 P
1/s
i

) · (46)

From equations (44) and (46) we can conclude that the
transformation (44) constitutes a one to one map of the
N -simplex on itself.

Now, we can re-express the entropy functional S[p] in
terms of the new probabilities Pi. That is, we can intro-
duce a new functional S∗ such that

S[{pi}] = S∗[{Pi}] . (47)

The maximum entropy variational problem (43) can be
recast in terms of the set of probabilities {Pi} as

δ

{
S∗[{Pi}]+α

(
1−

N∑
i=1

Pi

)
+ β

(
U −

N∑
i=1

Piεi

)}
= 0.

(48)
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It is important to realize that the two variational prob-
lems (43) and (48) are completely equivalent. Each one is
just a re-formulation of the other one, obtained by recourse
to the (invertible) change of variables defined by equa-
tions (44) and (46). The two formulations (43) and (48)
differ, however, in an important point: the first one is ex-
pressed in terms of escort mean values, while the second
one involves only standard, linear mean values (also, as
noted in [41], the concavity properties of the entropy in
the P -picture may be different from the corresponding
properties in the p-picture). The re-formulation (48) was
first considered in connection with the third choice ther-
mostatistics associated with the Tsallis entropy. Within
the context of nonextensive thermostatistics, the formula-
tion (48) is referred to as the “P -picture” [27].

If Tsallis functional Sq is replaced in the left hand side
of equation (47), then the right hand side of that equations
yields the new measure (putting s = q in (44) and (46))

S∗
q =

1
q − 1


1 −

(
N∑

i=1

P
1/q
i

)−q

 . (49)

Notice that the measure S∗
q [{Pi}] belongs to the Sharma-

Mittal family of entropies (1). Indeed, the functional
S∗

q [{Pi}] is recovered if we put s = 1/q in (1). The en-
tropy (49), which we have shown here to be a particular
instance of the Sharma Mittal entropy, has recently been
applied to the analysis of complex signals.

It is a natural question to ask now what happens if we
apply the transformation defined by (44) and (46) to the
third choice thermostatistics based upon a general mem-
ber of the Sharma and Mittal family of measures (1). If
we replace the (general) Sharma Mittal entropy in the left
hand side of equation (47), we have,

Ss(q)[{pi}] =
1 −
(∑N

i=1 ps
i

)(q−1)/(s−1)

q−1

=
1 −
(∑N

i=1 P
1/s
i

)−s( q−1
s−1 )

q−1

=
1 −
(∑N

i=1 P
1/s
i

)( q−1
(1/s)−1 )

q−1
· (50)

Consequently, the right hand side of equation (47) adopts
the form

S∗[{Pi}] = Ss∗(q)[{Pi}] , (51)

where

s∗ =
1
s
· (52)

This means that the “P -picture” representation of the
third choice thermostatistics derived from a member of
the Sharma-Mittal entropic family is described, after an
appropriate redefinition of the s-parameter given by (52),

by another member of the Sharma-Mittal family. In other
words, a maximum entropy principle based on the entropy
Ss(q)[{pi}] and formulated in terms of escort constraints,
is equivalent to a maximum entropy principle based on the
measure Ss∗(q)[{Pi}], with s∗ given by (52), and involving
only ordinary linear constraints.

On the light of our previous discussion, we can say that
the Sharma-Mittal family of entropies is “closed” under
the action of the transformations (44) and (46). This re-
markable fact constitutes further evidence suggesting that
the generalized thermostatistical formalism derived here
from the Sharma-Mittal bi-parametric measure may be
useful for obtaining new insights on various issues raised
by the Renyi and Tsallis thermostatistics.

3 Conclusions

We have developed a third choice thermostatistics for
nonextensive systems with equilibrium power-law distri-
butions based on an entropy proposed by Sharma and
Mittal that depends on two parameters. One of these
parameters is related to the exponent that character-
izes the maximum-entropy power-law distributions of the
Sharma-Mittal entropy. In this sense, it describes the de-
viation of the concomitant equilibrium distributions from
Boltzmann distributions. The other parameter can be re-
garded as a measure of the degree of nonextensivity exhib-
ited by the physical system under study. Consequently, in
the context of the Sharma-Mittal entropy, effects due to
shape distortion and nonextensivity can be studied sep-
arately. The Tsallis entropy “lives” on the diagonal of
the two-dimensional parameter space associated with the
Sharma-Mittal entropy. As a consequence, the Sharma-
Mittal entropy can act as a magnifying glass for the
Tsallis entropy and may reveal to which extent phenom-
ena observed for this entropy measure are related to either
shape distortion effects or nonextensivity effects. For ex-
ample, anomalous diffusion described by nonlinear Fokker-
Planck equations related to generalized entropies has been
found to occur in nonextensive systems irrespective of
the shape of steady-state distributions [24,40]. Based on
the third choice thermostatistics developed in the present
work, future studies may take advantage of the possibil-
ity provided by the Sharma-Mittal entropy to distinguish
between phenomena related to nonextensivity and phe-
nomena related to power-law distributions. Furthermore,
the Sharma-Mittal entropy may worth being studied in
its own right because it is the only entropy with a kernel
described by a power law that belongs to the class of com-
posable entropies of lowest order and gives rise to a third
choice thermostatistics based on a partition function.

Appendix A: Energy obtained
from the partition function

The crucial step in deriving equation (21) is to calcu-
late the partial derivative ∂Z/∂β. From equation (12)
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we obtain

Z =
N∑

i=1

[
1 − (1−s)β (εi − U)

Z1−q

]1/(1−s)

+

· (A.1)

Differentiating with respect to β yields

∂Z

∂β
= −Zs

N∑
i=1

ps
i

×
{

εi − U

Z1−q
+ β(εi − U)

∂

∂β

1
Z1−q

− β

Z1−q

∂U

∂β

}
· (A.2)

Note that in equation (A.2) there is no need for the op-
erator [. . . ]+ because on account of the pre-factor ps

i in
equation (A.2) only those terms of the sum occurring in
equation (A.1) are evaluated that are larger than zero.
The first and second term in the sum of equation (A.2)
vanish because of the constraint

∑N
i=1 ps

i εi = U
∑N

i=1 ps
i .

Then, by means of equation (14) we have

∂Z

∂β
= β

Zs
∑N

i=1 ps
i

Z1−q

∂U

∂β
⇒ Z−q ∂Z

∂β
= β

∂U

∂β
· (A.3)

Recall now that the generalized logarithm (15) satisfies
for any differentiable function f(x) > 0 the relation
d lnq f(x)/ dx = f−q df/dx. Consequently, from equa-
tion (A.3) it follows that

∂

∂β
lnq Z = β

∂U

∂β
· (A.4)

Substituting equation (18) into equation (A.4) gives us
the result (21).
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